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FIG. 4A
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FIG. 4B
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IMAGE QUALITY PROCESSING METHOD
AND DISPLAY DEVICE USING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to Republic of Korean
Patent Application No. 10-2012-0049649, filed on May 10,
2012, which is incorporated herein by reference in its entirety.

BACKGROUND

1. Technical Field

The following description relates to an image quality pro-
cessing method and a display device using the same which
improves a contrast ratio and expresses edges in an image
more sharply at the same time.

2. Discussion of the Related Art

There has been an increasing demand for a display device
for displaying an image together with the growth of an infor-
mation-oriented society. Recently, various flat panel displays
which reduce weight and volume corresponding to an advan-
tage of a cathode ray tube are developed. For example, the
various flat panel displays such as liquid crystal displays
(LCDs), plasma display panels (PDPs), and organic light
emitting diodes (OLEDs) have been widely used in recent
years.

The display device improves an image quality by using
various image quality processing methods. Especially, a
method for improving a contrast ratio and a method for
improving sharpness of edges are commonly used as the
image quality processing methods. The edges refer to an
outline of objects in the image. Two of the methods for
improving the contrast ratio and the method for improving
sharpness of the edges should be applied to the display device
in order to improve both the contrast ratio and sharpness of the
edges in the image. In this case, the display device includes
two image quality processors, a first image quality processor
for improving the contrast ratio and a second image quality
processor for improving sharpness of the edges. Therefore, a
hardware processing load of the display device is increased,
and it causes a fabrication cost of the display device to rise.

SUMMARY

One object of the embodiments of this application provides
an image quality processing method and a display device
using the same which decrease a hardware processing load of
the display device and improve both a contrast ratio and
sharpness of edges in an image.

To achieve these objects and other advantages and in accor-
dance with the purpose according to one aspect of the inven-
tion, an image quality processing method comprises: gener-
ating high luminance data by multiplying luminance data by
a first value, generating low luminance data by multiplying
the luminance data by a second value, converting the lumi-
nance data, the high luminance data, and the low luminance
data into blurred luminance data, blurred high luminance
data, and blurred luminance data by a blur processing opera-
tion with a mask, generating conversion luminance data based
on a first difference between the blurred high luminance data
and the blurred luminance data, and second a difference
between the blurred luminance data and the blurred low lumi-
nance data.

In another aspect, a display device comprises: a display
panel configured to include data lines, gate lines, and a plu-
rality of pixels; an image quality processor configured to
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convert digital video data into conversion digital video data; a
data driving circuit configured to convert conversion digital
video data into analog data voltages, and supply the data
voltages to the data lines; and a gate driving circuit configured
to sequentially supply a gate signal to the gate lines, wherein
the image quality processor including: a luminance data gen-
erator configured to generate high luminance data by multi-
plying luminance data by a first value, and low luminance
data by multiplying the luminance data by a second value; a
mask operator configured to convert the luminance data, the
high luminance data, and the low luminance data into blurred
luminance data, blurred high luminance data, and blurred
luminance data by a blur processing operation with a mask, a
conversion luminance data generator configured to generate
conversion luminance data based on a first difference
between the blurred high luminance data and the blurred
luminance data, and a second difference between the blurred
luminance data and the blurred low luminance data.

The features and advantages described in this summary and
the following detailed description are not intended to be lim-
iting. Many additional features and advantages will be appar-
ent to one of ordinary skill in the art in view of the drawings,
specification and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a block diagram schematically showing a
display device according to an exemplary embodiment;

FIG. 2 illustrates an example of an image quality processor
shown in FIG. 1;

FIG. 3 illustrates an example of an image quality process-
ing method;

FIG. 4A illustrates an example of data arrangement of
input digital video data;

FIG. 4B illustrates an example of data arrangement of
luminance data;

FIG. 4C illustrates an example of data arrangement of high
luminance data;

FIG. 4D illustrates an example of data arrangement of low
luminance data;

FIG. 5 illustrates an example of data generation method a
conversion luminance data generator.

DETAILED DESCRIPTION

The invention will be described more fully hereinafter with
reference to the accompanying drawings, in which example
embodiments are shown. This invention may, however, be
embodied in many different forms and should not be con-
strued as limited to the embodiments set forth herein. Like
reference numerals designate like elements throughout the
specification. In the following description, if it is decided that
the detailed description of known function or configuration
related to the invention makes the subject matter of the inven-
tion unclear, the detailed description is omitted.

FIG. 1 illustrates a block diagram schematically showing a
display device according to an exemplary embodiment.
Referring to FIG. 1, the display device according to the exem-
plary embodiment comprises a display panel 10, a gate driv-
ing circuit 110, a data driving circuit 120, a timing controller
130, an image quality processor 140, and a host system 150.
The display device according to the example embodiment
may be implemented as a flat panel display such as a liquid
crystal display (LCD), a field emission display (FED), a
plasma display panel (PDP), or an organic light emitting
diode (OLED) display. In the following description, the
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example embodiment describes the liquid crystal display as
an example of the display device. Other kinds of flat panel
displays may be used.

The example liquid crystal display panel 10 may include a
thin film transistor (TFT) substrate (not shown) and a color
filter substrate (not shown). A liquid crystal layer (not shown)
may be formed between the TFT substrate and the color filter
substrate. Data lines D and gate lines (or scan lines) G cross-
ing over the data lines D are formed on the TFT substrate.
Pixels are arranged in a matrix form in cell areas defined by
the data lines D and the gate lines G. A TFT formed at each of
the crossings of the data lines D and the gate lines G receives
a data voltage supplied via the data line D. In turn, the TFT
applies the voltage to a pixel electrode of a corresponding
liquid crystal cell in response to a gate pulse supplied through
the gate line G. A common voltage may be supplied to a
common electrode. Each of the pixels is driven by an electric
field between the pixel electrode and the common electrode.

A color filter array (not shown), including a black matrix
and a color filter, may be formed on the color filter substrate.
The common electrode may be formed on the color filter
substrate in a vertical electric field driving manner, such as a
twisted nematic (TN) mode and a vertical alignment (VA)
mode. The common electrode may be formed on the TFT
substrate along with the pixel electrode in a horizontal electric
field driving manner, such as in an in-plane switching (IPS)
mode and/or a fringe field switching (FFS) mode. The display
panel 10 may be implemented in any liquid crystal mode such
as the TN, VA, IPS, and FFS modes.

Additionally, an upper polarizing plate (not shown) may be
disposed on the color filter substrate and a lower polarizing
plate (not shown) may be disposed on the TFT substrate.
Alignment layers (not shown) for setting pre-tilt angles of
liquid crystals may be respectively formed on the TFT sub-
strate and the color filter substrate. Also, a spacer (not shown)
may be formed between the TFT substrate and the color filter
substrate to maintain a cell gap of the liquid crystal layer.

The display panel 10 may be implemented as a transmis-
sive type liquid crystal panel which modulates light from a
backlight unit (not shown). The backlight unit may include
one or more light sources, a light guide plate (or a diffusion
plate), a plurality of optical sheets, and the like. The backlight
unit may be implemented as an edge type backlight unit or a
direct type backlight unit. The light sources of the backlight
unit may include at least one of a hot cathode fluorescent lamp
(HCFL), a cold cathode fluorescent lamp (CCFL), an external
electrode fluorescent lamp (EEFL), and a light emitting diode
(LED).

The data driving circuit 120 comprises a plurality of source
drive ICs. The source drive ICs receive conversion digital
video data RGB' from the timing controller 130. The source
drive ICs convert the digital video data RGB' into gamma
correction voltages to generate data voltages, in response to
data timing control signals DCS from the timing controller
130. And then, the source drive ICs supply the data voltages to
the data lines D of the display panel 10 in synchronization
with the gate signal from the gate driving circuit 110.

The gate driving circuit 110 sequentially supplies the gate
signal to the gate lines G in response to gate timing control
signals GCS from the timing controller 130. The gate driving
circuit 110 includes a shift register, a level shifter which
level-shifts output signal of the shift register to a voltage
having a swing width for driving the TFT of each pixel, and an
output buffer.

The timing controller 130 receives the conversion digital
video data RGB' and timing signals from the image quality
processor 140. The timing signals include a vertical synchro-
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nization signal, a horizontal synchronization signal, a data
enable signal, a clock signal, and so forth. The timing con-
troller 130 transmits the digital video data RGB input from
the host system 150 to the data driving circuit 120. The timing
controller 130 generates timing control signals for controlling
operation timings of the data driving circuit 120 and the gate
driving circuit 110 based on the timing signals. The timing
control signals comprise the gate timing control signals GCS
for controlling operation timings of the gate driving circuit
110, and the data timing signals DCS for controlling opera-
tion timings of the data driving circuit 120.

The host system 150 includes a system on chip having a
scaler therein and converts digital video data RGB input from
an external video source device to a data format of a resolu-
tion appropriate for displaying in the display panel 10. The
host system 150 transmits the digital video data RGB and
timing signals to the image quality processor 140 via an
interface such as an LVDS (low voltage differential signaling)
interface, a TMDS (transition minimized differential signal-
ing) interface or the like.

The image quality processor 140 converts the digital video
data RGB from the host system 150 into the conversion digital
video data RGB' for improving both a contrast ratio and
sharpness of edges in an image at the same time. The edges
refer to an outline of objects in the image. Hereinafter, an
image quality processing method of the image quality pro-
cessor 140 will be described in detail with reference to FIGS.
2 and 3.

FIG. 2 illustrates an example of an image quality processor
140 shown in FIG. 1. FIG. 3 illustrates an example of an
image quality processing method. Referring to FIGS. 2 and 3,
the image quality processor 140 may include a luminance
data generator 141, a mask operator 142, a conversion lumi-
nance data generator 143, and a conversion digital video data
generator 144.

The luminance data generator 141 performs a first step
S101 and a second step S102. The luminance data generator
141 receives the digital video data RGB from the host system
150. FIG. 4A illustrates an example of data arrangement of
input digital video data. Referring to FIG. 4A, the digital
video data RGB during one frame period include m digital
video data toward a horizontal direction (x-axis direction),
and n digital video data toward a vertical direction (y-axis
direction), wherein m and n are a natural number. m indicates
a horizontal resolution of the display panel, and n indicates a
vertical resolution of the display panel. That is, the digital
video data RGB during one frame period include mxn digital
video data. Meanwhile, the digital video data RGB during
one frame period may be expressed by a Cartesian coordinate.
For example, the digital video data RGB during one frame
period may include the digital video data RGB(1,1)~RGB(m,
n) at a coordinate (1,1) to (m,n) as shown in FIG. 4A. Also, in
the exemplary embodiment, the digital video data RGB
includes red digital data R, green digital data G, and blue
digital data B, however the exemplary embodiment is not
limited thereto.

The luminance data generator 141 generates luminance
data Y1 and chrominance data Cb, Cr from the digital video
data RGB. In one embodiment, the luminance data generator
141 generates luminance data Y1(j,k) chrominance data Cb(j,
k), Cr(j.,k) at a coordinate (j,k) from digital video data RGB
(j,k) at the coordinate (j,k) as shown in following equations 1
to 3, wherein j is a natural number equal to or greater than 1
and equal to or less than m, and k is a natural number equal to
or greater than 1 and equal to or less than n.

Y1(j,6)=0.299R(j,k)+0.589G(j, k)+0.1145(j,%) o)
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Cb(j,k)=—0.1687TR(j,k)-0.3313G(j, k)+0.5B( k)+128 )

Cr(j,k)=0.5R(j,k)-0.4187G(j,k)-0.0813B(j, k)+128 3)

In equations 1 to 3, Y1(j,k) indicates the luminance data at
the coordinate (j.k). Cb(j.,k) and Cr(j,k) indicate the chromi-
nance data at the coordinate (j,k). R(j.k) indicates red digital
data at the coordinate (j,k). G(j.k) indicates green digital data
at the coordinate (j,k). B(j,k) indicates blue digital data at the
coordinate (j,k). Meanwhile, when the digital video data RGB
is 8 bits data, the luminance data Y1 and the chrominance data
Cb, Cr are 8 bits data. (see S101 in FIG. 3)

The luminance data generator 141 generates high lumi-
nance data'Y2 and low luminance data Y3 from the luminance
data Y1. FIG. 4B illustrates an example of data arrangement
of luminance data. Referring to FIG. 4B, the luminance data
Y1 during one frame period include m luminance data toward
the horizontal direction (x-axis direction), and n luminance
data toward a vertical direction (y-axis direction). That is, the
luminance data Y1 during one frame period include mxn
luminance data. Also, the luminance data Y1 during one
frame period may be expressed by the Cartesian coordinate.

The luminance data generator 141 generates the high lumi-
nance data by multiplying the luminance data by a first value,
and the low luminance data by multiplying the luminance
data by a second value. More specifically, the luminance data
generator 141 generates high luminance data Y2(j,k) at the
coordinate (j,k) by multiplying the luminance data Y1(j.k) at
the coordinate (j,k) by the first value. Also, the luminance data
generator 141 generates low luminance data Y3(j.k) at the
coordinate (j,k) by multiplying the luminance data Y1(j.k) at
the coordinate (j,k) by the second value.

Y2(,5)=Y1(,)x V1 @)

Y3(G.5)=Y1(,0x 72 )

In equations 4 and 5, Y1(j,k) indicates the luminance data
at the coordinate (j,k). Y2(j,k) indicates the high luminance
data at the coordinate (j.k). Y3(j,k) indicates the low lumi-
nance data at the coordinate (j,k). V1 indicates the first value,
and V2 indicates the second value. The first value V1 may be
greaterthan 1 and less than 2, and the second value V2 may be
greater than 0 and less than 1. Hence, the high luminance data
Y2 may be greater than the luminance data Y1, and the low
luminance data Y3 may be less than the luminance data Y1.

The luminance data generator 141 outputs the luminance
data Y1, the high luminance data Y2, and the low luminance
data Y3 to the mask operator 142. Also, the luminance data
generator 141 outputs the chrominance data Cb, Cr to the
conversion digital video data generator. (see S102 in FIG. 3)

The mask operator 142 receives the luminance data Y1, the
high luminance data Y2, and the low luminance data Y3 from
the luminance data generator 141. The mask operator 142
performs a blur processing operation with a mask to the
luminance data Y1, the high luminance data Y2, and the low
luminance data Y3. FIG. 4C illustrates an example of data
arrangement of high luminance data. Referring to FIG. 4C,
the high luminance data Y2 during one frame period include
m high luminance data toward the horizontal direction (x-axis
direction), and n high luminance data toward a vertical direc-
tion (y-axis direction). That is, the high luminance data Y2
during one frame period include mxn high luminance data.
FIG. 4D illustrates an example of data arrangement of low
luminance data. Referring to FIG. 4D, the low luminance data
Y3 during one frame period include m low luminance data
toward the horizontal direction (x-axis direction), and n low
luminance data toward a vertical direction (y-axis direction).
That is, the low luminance data Y3 during one frame period
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include mxn low luminance data. Also, both the high lumi-
nance data Y2 and the low luminance data Y3 during one
frame period may be expressed by the Cartesian coordinate.

The mask operator 142 converts the luminance data Y1, the
high luminance data Y2, and the low luminance data Y3 into
blurred luminance data Y1', blurred high luminance data Y2',
and blurred luminance data Y3' by the blur processing opera-
tion with the mask. The blur processing operation makes the
image blurred. More specifically, the mask operator 142 sets
a pxq mask M on each of the luminance data Y1, the high
luminance data Y2, and the low luminance data Y3 as shown
in FIGS. 4B, 4C, and 4D, respectively. And then, the mask
operator 142 converts the luminance data Y1, the high lumi-
nance data Y2, and the low luminance data Y3 into blurred
luminance data Y1', blurred high luminance data Y2', and
blurred luminance data Y3' through a mask operation with the
pxqmask M. In FIGS. 4B, 4C, and 4D, the pxq mask is a 3x3
mask M, however is not limited thereto.

The pxq mask may be set to a weight-matrix. That is,
weight values are set in accordance with a position of the pxq
mask M. The mask operator 142 may multiply the luminance
data’Y1 onthe pxq mask by the weight values ofthe pxq mask
M. And then, the mask operator 142 may calculate an average
of the luminance data Y1 multiplied by the weight values on
the pxq mask. And then, the mask operator 142 may replace
the blurred luminance data Y1' corresponding to a central
position of the pxq mask with the average.

More specifically, the mask operator 142 may multiply the
luminance data Y1 on the 3x3 mask M by the weight values
W1 to W9 of the 3x3 mask M as shown in FIG. 4B. In FIG.
4B, the 3x3 mask M is set on the luminance data Y1 at a
coordinate (2,2) to a coordinate (4,4). In FIG. 4B, a position
(s,t) of the 3x3 mask M may be the central position, wherein
s and t are natural numbers greater than 2. For example, the
mask operator 142 may multiply the luminance data Y1(2,2)
at the coordinate (2,2) by the first weight value W1 at a
position (s—1,t-1) of the 3x3 mask M. Also, the mask opera-
tor 142 may multiply the luminance data Y1(2,3) at the coor-
dinate (2,3) by the second weight value W2 at a position
(s=1,t) of the 3x3 mask M. Similarly, the mask operator 142
may multiply the luminance data Y1(2,4), Y1(3,2), Y1(3.,3),
Y1(3,4),Y1(4,2),Y1(4,3),and Y1(4,4) by W3, W4, W5, W6,
W7, W8 and W9 at positions (s—1,t+1), (s,t=1), (s,t), (s,t+1),
(s+1,t=1), (s+1,t) and (s+1,t+1) of the 3x3 mask M, respec-
tively. And then, the mask operator 142 may calculate the
average of the luminance data Y1 multiplied by the weight
values W1 to W9 on the 3x3 mask M. And then, the mask
operator 142 may replace the blurred luminance dataY1'(3,3)
ata coordinate (3,3) corresponding to the central position (s,t)
of'the 3x3 mask M with the average. Therefore, the luminance
data Y1(3,3) at the coordinate (3,3) is converted into the
blurred luminance data Y1'(3,3) at the coordinate (3,3)
through the blur processing operation of the mask operator
142. The blur processing operation of the mask operator 142
in FIG. 4B may be expressed as equation 6.

YU'(xp))=[WIx Y1 (x—1,y-1)+ W2x Y1(x—1,y)+ W3x Y1
(=1 p+1)+WAx Y1(x,y- 1)+ W5x Y1(x,y)+ W6x Y1

xy+ D+ W% Y1 (x+1,p-1)+ WBx Y1(x+1,3)+ W9

Y1e+1y+1)]xY% (6

Inequation 6, Y1'(x,y) indicates the blurred luminance data
at a coordinate (X,y), wherein X, y is a natural number greater
than 2. Y1(x,y) indicates the luminance data at the coordinate
(x,y). W1 to W9 indicate the first to nine weight values in
accordance with the position of the 3x3 mask M.

Also, the mask operator 142 performs the blur processing
operation of the luminance data Y1(1,1)~Y(m,n) at the coor-
dinate (1,1) to (m,n) by shifting the pxq mask on the basis of
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the central position of the pxq mask. Therefore, the lumi-
nance data Y1(1,1)~Y (m,n) at the coordinates (1,1) to (m,n)
may be converted into the blurred luminance data Y1'(1,1)
~Y'(m,n) at the coordinates (1,1) to (m,n). For example, the
mask operator 142 converts the luminance data Y1(3,4) at a
coordinate (3,4) into the blurred luminance data Y1'(3,4) at
the coordinate (3,4) by shifting the 3x3 mask M after con-
verting the luminance dataY1(3,3) at the coordinate (3,3 ) into
the blurred luminance data Y1(3,3) at the coordinate (3,3).

Meanwhile, the mask operator 142 converts the high lumi-
nance data Y2 into the blurred high luminance data Y2' and
the low luminance data Y3 into the blurred low luminance
data Y3' by the blur processing method. The blur processing
method for the blurred high luminance data Y2' and the
blurred low luminance data Y3' may be same as the blur
processing method for the blurred luminance data Y1' and is
omitted. (see S103 in FIG. 3)

The conversion luminance data generator 143 receives the
blurred luminance data Y1', the blurred high luminance data
Y?2', and the blurred low luminance data Y3' from the mask
operator 142. The blurred luminance data Y1' during one
frame period includes mxn blurred luminance data. That is,
blurred luminance data Y1' during one frame period includes
the blurred luminance data Y1'(1,1)~Y1'(m,n) at the coordi-
nate (1,1) to (m,n). The blurred high luminance data Y2'
during one frame period includes the blurred high luminance
data. That is, blurred high luminance data Y2' during one
frame period includes the blurred high luminance data Y2'(1,
1)~Y2'(m,n) at the coordinate (1,1) to (m,n). The blurred low
luminance data Y3' during one frame period includes mxn
blurred low luminance data. That is, blurred low luminance
data Y3' during one frame period includes the blurred low
luminance data Y3'(1,1)~Y3'(m,n) at the coordinate (1,1) to
(m,n).

FIG. 5 illustrates an example data generation method of the
conversion luminance data generator 143. Referring to FIG.
5, the conversion luminance data generator 143 generates
conversion luminance data Y4 based on a difference D1
between the blurred high luminance data Y2' and the blurred
luminance data Y1', and a difference D2 between the blurred
luminance data and the blurred low luminance dataY3'. More
specifically, the conversion luminance data generator 143
generates the conversion luminance data Y4(j k) at a coordi-
nate (j,k) based on a difference D1 between the blurred high
luminance data Y2'(j,k) at the coordinate (j,k) and the blurred
luminance data Y1'(j,k) at the coordinate (j.k), and a difter-
ence D2 between the blurred luminance data Y1'(j,k) at the
coordinate (j,k) and the blurred low luminance dataY3'(j.k) as
shown in equation 7, wherein j, k is a natural number.

D2 M

YA(j, k) = MaxData X DisDD

In equation 7, Y4(j,k) indicates the conversion luminance
data at the coordinate (j,k). D1 indicates a difference between
the blurred high luminance dataY2'(j.k) at the coordinate (j,k)
and the blurred luminance data Y1'(j,k) at the coordinate (j,k).
D2 indicates a difference between the blurred luminance data
Y1'(j,k) at the coordinate (j,k) and the blurred low luminance
data Y3'(j,k). MaxData indicates a maximum value of the
conversion luminance data Y4. MinData indicates a mini-
mum value of the conversion luminance data Y4. For
example, when the conversion luminance data may be 8 bits
data, MaxData may be “255”, and MinData may be “0”.
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When D1 is greater than D2, the conversion luminance data
Y4(j k) at the coordinate (j,k) has a value which is closer to
MaxData than MinData. When D2 is greater than D1, the
conversion luminance data Y4(j.k) at the coordinate (j,k) has
a value which is closer to MinData than MaxData.

As described above, the conversion luminance data gen-
erator 143 improves a gray level banding by generating the
conversion luminance data Y4 in proportion to a difference
D1 between the blurred high luminance data Y2' and the
blurred luminance data Y1', and a difference D2 between the
blurred luminance data Y1' and the blurred low difference
data Y2'. The gray level banding indicates that values of the
conversion luminance data Y4 during one frame are gathered
around a specific value. The conversion luminance data gen-
erator 143 outputs the conversion luminance data Y4 to the
conversion digital video data generator 144. (see S104 in FIG.
3)

The conversion digital video data generator 144 receives
the conversion luminance data Y4 from the conversion lumi-
nance generator 143, and the chrominance data Cb, Cr from
the luminance generator 141. The conversion luminance data
Y4 during one frame period includes mxn conversion lumi-
nance data. That is, the conversion luminance data Y4 during
one frame period includes the conversion luminance data
Y4(1,1)~Y4(m,n) at the coordinates (1,1) to (m,n). Also, the
chrominance data Cb, Cr during one frame period includes
mxn chrominance data. That is, the chrominance data Cb, Cr
during one frame period includes the chrominance data Cb(1,
~Cb(m,n), Cr(1,1)~Cr(m,n) at the coordinates (1,1) to
(m,n).

The conversion digital video data generator 144 generates
the conversion digital video data RGB' from the conversion
luminance data Y4 and the chrominance data Cb, Cr. The
conversion digital video data generator 144 generates the
conversion digital video data RGB'(j,k) at the coordinate (j,k)
from the conversion luminance data Y4(j,k) at the coordinate
(j.k) and the chrominance data Cb(j,k), Cr(j,k) at the coordi-
nate (j,k) as shown in following equations 8 to 10.

RGK)=Y4(j,)+1.402Cr(j.k) (8)

G'(j,K)=Y4(j,F)-0.334Ch(j,)-0.713Cr (k) ©)

B, k)=Y4(j,k)+1.772Ch(j,k) (10)

In equations 8 to 10, Y4(j,k) indicates the conversion lumi-
nance data at the coordinate (j,k). Cb(j.k) and Cr(j,k) indicate
the chrominance data at the coordinate (j k). R'(j.k) indicates
red conversion digital data at the coordinate (j,k). G'(j,k)
indicates green conversion digital data at the coordinate (j,k).
B'(j,k) indicates blue conversion digital data at the coordinate
(j;k). The conversion digital video data RGB' includes the red
conversion digital data R', the green conversion digital data
(', and the blue conversion digital data B'. The digital video
data converter 144 outputs the conversion digital data RGB'to
the timing controller 130. (see S105 in FIG. 3)

The embodiments described herein improve both a con-
trastratio and sharpness of edges in an image at the same time.
Accordingly, the embodiments described herein decrease a
hardware processing load of the display device. Also, the
embodiments described herein generate the conversion lumi-
nance data in proportion to a difference between the blurred
high luminance data and the blurred luminance data, and a
difference between the blurred luminance data and the
blurred low difference data. Therefore, the embodiments
described herein improve gray level banding.

Although the embodiments of this application have been
described with reference to a number of illustrative embodi-
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ments thereof, it should be understood that numerous other
modifications and embodiments of this application can be
devised by those skilled in the art that will fall within the
scope of the principles of this disclosure. More particularly,
various variations and modifications are possible in the com-
ponent parts and/or arrangements of the subject combination
arrangement within the scope of the disclosure, the drawings
and the appended claims. In addition to variations and modi-
fications in the component parts and/or arrangements, alter-
native uses will also be apparent to those skilled in the art.

What is claimed is:

1. An image quality processing method comprising:

receiving luminance data of pixels of an image, each pixel
disposed at a corresponding coordinate;

generating high luminance data at a coordinate (j,k) by
multiplying the luminance data at the coordinate (j,k) by
a first value;

generating low luminance data at the coordinate (j.k) by
multiplying the luminance data at the coordinate (j,k) by
a second value;

converting the luminance data, the high luminance data,
and the low luminance data at the coordinate (j,k), into
blurred luminance data, blurred high luminance data,
and blurred low luminance data at the coordinate (j.k),
respectively, by blur processing operations with a mask;

generating conversion luminance data at the coordinate
(j.k) based on a first difference between the blurred high
luminance data at the coordinate (j,k) and the blurred
luminance data at the coordinate (j,k), and a second
difference between the blurred luminance data at the
coordinate (j,k) and the blurred low luminance data at
the coordinate (j,k); and

outputting the generated conversion luminance data to a
display panel,

wherein generating the conversion luminance data com-
prises:
generating the conversion luminance data at the coordi-

nate (j,k) by using an equation

Y4(j, k) = MaxD
(> K = MaxDatax =5

where Y4(j,k) is the conversion luminance data at the
coordinate (j,k), D1 is the first difference between the
blurred high luminance data at the coordinate (j,k) and
the blurred luminance data at the coordinate (j,k), D2
is the second difference between the blurred lumi-
nance data at the coordinate (j,k) and the blurred low
luminance data at the coordinate (j,k), and MaxData is
a maximum value of the conversion luminance data.
2. The image quality processing method of claim 1,
wherein the first value is greater than 1 and less than 2, and the
second value is greater than 0 and less than 1.
3. The image quality processing method of claim 1,
wherein converting the luminance data into the blurred lumi-
nance data comprises:
multiplying the luminance data of the pixels on a pxq mask
by weight values of the pxq mask, wherein p and q are
natural numbers greater than 2;

calculating an average of the luminance data of the pixels
on the pxq mask multiplied by the weight values;

replacing the blurred luminance data of a pixel of a central
position of the pxq mask with the average, the pixel of
the central position of the pxq mask corresponding to the
coordinate (j,k); and
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shifting the pxq mask on a basis of the central position of
the pxq mask,

wherein the weight values are set in accordance with a
position of the pxq mask.

4. The image quality processing method of claim further

comprising:

generating the luminance data and chrominance data from
input digital video data; and

generating conversion digital video data from the conver-
sion luminance data and the chrominance data.

5. A display device comprising:

a display panel including data lines, gate lines, and a plu-
rality of pixels;

an image quality processor configured to convert digital
video data into conversion digital video data;

a data driving circuit configured to convert conversion
digital video data into analog data voltages, and supply
the analog data voltages to the data lines; and

a gate driving circuit configured to sequentially supply a
gate signal to the gate lines,

wherein the image quality processor comprises:

a luminance data generator configured to:
receive luminance data of pixels of an image, each

pixel disposed at a corresponding coordinate,
generate high luminance data at a coordinate (j,k) by
multiplying the luminance data at the coordinate
(j,k) by a first value, and
generate low luminance data at the coordinate (j,k) by
multiplying the luminance data at the coordinate
(j,k) by a second value,

a mask operator configured to convert the luminance
data, the high luminance data, and the low luminance
data at the coordinate (j,k), into blurred luminance
data, blurred high luminance data, and blurred low
luminance data at the coordinate (j,k), respectively, by
blur processing operations with a mask, and

a conversion luminance data generator configured to
generate conversion luminance data at the coordinate
(j;k) based on a first difference between the blurred
high luminance data at the coordinate (j,k) and the
blurred luminance data at the coordinate (j,k), and a
second difference between the blurred luminance data
at the coordinate (j,k) and the blurred low luminance
data at the coordinate (j.k),

wherein the conversion luminance data generator gen-
erates the conversion luminance data at the coordinate
(j;k) by using an equation

D2

Y4(j, k) = MaxDatax DIk

where Y4(j,k) is the conversion luminance data at the
coordinate (j,k), D1 is the first difference between
the blurred high luminance data at the coordinate
(j.k) and the blurred luminance data at the coordi-
nate (j,k), D2 is the second difference between the
blurred luminance data at the coordinate (j.k) and
the blurred low luminance data at the coordinate
(j,k), and MaxData is a maximum value of the
conversion luminance data.

6. The display device of claim 5, wherein the first value is
greater than 1 and less than 2, and the second value is greater
than 0 and less than 1.

7. The display device of claim 5, wherein the mask operator
is configured to:
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multiply the luminance data of the pixels on a pxq mask by
weight values of the pxq mask, wherein p and q are
natural numbers greater than 2;

calculate an average of the luminance data of the pixels on
the pxq mask multiplied by the weight values; 5

replace the blurred luminance data of a pixel of a central
position of the pxq mask with the average, the pixel of
the central position of the pxq mask corresponding to the
coordinate (j,k); and

shift the pxq mask on a basis of the central position of the 10

pxq mask,

wherein the weight values are set in accordance with a

position of the pxq mask.

8. The display device of claim 5, wherein the luminance
data generator generates the luminance data and chrominance 15
data from input digital video data.

9. The display device of claim 5, further comprising:

a conversion digital video data generator configured to

generate the conversion digital video data from the con-
version luminance data and chrominance data. 20
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